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Abstract: Exchange rate forecasting has become a new research topic in present time for best market strategy, 

planning of investment for investor in foreign project and also for business profit. The methods or process which 

give the accurate forecasting result are not easy because there are several types of forecasting methods. 

Exchange Rate Forecasting is most important financial topic for individual investor, stock fund manager, 

financial analyst for their investment and stock market. Forecasting is to predict the future value of a particular 

field with the help of previous value or history. Various types of forecasting can be possible like exchange rate 

forecasting, stock market forecasting, gold price forecasting which affects the economy of a country. Now, there 

is a drastic change in Indian Rupee(INR) in terms of United State Dollar(USD) from 2009 to 2014. In exchange 

rate forecasting, there are various type of performance parameter on the basic of error by which we can 

consider which method gives the best forecasting result. These are mean square error, mean absolute error, 
root mean square error etc. Error can be calculate as the difference between the actual value and forecasted 

value. Neural Network gives the better result than time series method. Adaptive Neuro-Fuzzy Inference System 

is better than Time Series Method and Neural Network. Many factor affects the Indian Rupee which are 

Economic Activities, Interest Rate, Stock, Money Supply, In neural network, total data set can be divided into 

training and testing data and then train the dataset. According to the training, error can be calculated and 

compare with time series. 

Keywords: Forecasting, Exchange Rate Forecasting, Time Series Method, Neural Network. 

 

I. Introduction 
Money is the desired and popular asset among the world. Money is the main thing by which all type of 

transaction can be happened whole around the world. Money is only asset for buying some product. Investors 

also invest money in their firms and also invest in stock market. Various countries follow different currencies 

like India maintains Indian Rupee, United State maintains US Dollar, United Kingdom maintains Pound, Japan 

maintains Yen, Indian Rupee is only valid for Indian market. Indian Rupee is not valid in USA. Similarly in 

USA, US Dollar is valid and in India, US Dollar is not valid. So if anyone want to buy American product then 

he have to pay in dollar.  

Forecasting is the process where predict the future value on a specific field with the help of past data 

records and concluded in the specific result. Forecasting start with the specific assumption based on the 

management's experience, knowledge and judgement. These estimates are predicted into the coming day, 

month, or year. There are several fields where forecasting is used like exchange rate forecasting more 

specifically dollar rate forecasting with respect to Indian Rupee, or Pound forecasting in Indian Rupees, gold 
price forecasting, weather forecasting, tide forecasting. Exchange Rate Forecasting is very important in modern 

time for world economy because of market strategy, investor to invest in foreign projects. Foreign exchange rate 

are most important and largest financial markets in the world with trading taking place twenty-four hours a day 

around the world and a large amount of dollars of currencies transacted each day through the world each day. 

Transactions in foreign exchanges market determine the rate at which currencies are exchanged, which 

determine the cost of purchasing foreign goods and foreign assets. So An exchange rate between two countries 

is the rate at which one currency will be exchanged to another. It is regarded as the one country's currency in 

terms of another. 

In finance, Exchange Rate Forecasting is the method of prediction of future currency rate with the help 

of previous existing data. We consider interbank exchange rate 118 Japanese Yen(JPY ¥) to United State 

Dollar(USD $). It means that ¥188 will be exchanged for each 1 USD$ or 1 USD$ will be exchanged for ¥91. 

Exchange Rate are retained by the foreign exchange market, which gives services to the wide range of different 
types of buyers and sellers where currency trading is continuous. A currency pair is called the quotation of the 

relative value of a currency unit against the unit of another in the foreign exchange market. The quotation 

EUR/USD 1.3533 means that 1 Euro is able to buy 1.3533 US dollar. In other words, this is the price of a unit of 

Euro in US dollar. Here, EUR is called the "Fixed Currency", while USD is called the "Variable Currency". 
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Same as the quotation USD/INR 58.58 means that 1 USD is able to buy 58.58 INDIAN Rupees .In other words, 

this is the price of a unit of USD in Indian Rupee. Here USD is the "Fixed Currency" ,while INR is the 

"Variable Currency". 
 

Performance Parameter- 

Various types of performance parameter- 

 (i) MAE- Mean Absolute Error 

 (ii)SSE- Sum of Square Error 

 (iii)MSE- Mean Square Error 

 (iv)RMSE- Root Mean Square Error 

First we discuss how to calculate the Error? The difference between the actual value and forecasted value is 

Error. 

                    

Error= Actual Value - Forecasted Value 
 

SSE(Sum of Square Error)=  ErrorN
1  = (Actual Value− Forecasted Value)N

1  

      

MAE(Mean Absolute Error)=
 (Actual  Value −Forecasted  Value )

T
 

  

MSE(Mean Square Error)=
 2(Actual  Value −Forecasted  Value )

T
 

 

RMSE(Root of Mean Square Error)= 
 2(Actual  Value −Forecasted  Value )

T
 

     

II. Methods 
1. Time Series Forecasting Methods-  The time series forecasting is the method where series of observations 

on variable calculated at successive points of times or consecutive same interval of times. The time span can be 

taken as every minutes, hours, days, weeks, months, years, or any other regular time intervals. The pattern of 

data is an essential factor or parameter in understanding how the time series has behaved in the past. If such 

behaviour can be expected to continue in the future, we can use the past data-pattern for guiding us to find out 

the best forecasting methods. 

 

Various Methods of Time Series Forecasting- 

1.1. Moving Average 
1.2. Weighted Moving Average 

1.3. Exponential Smoothing 

 

1.1. Moving Average- The Moving Average method used the average of the most recent k data values in the 

time series as the forecast for the next period. k can be integer value like k = 1,2,3,4,5,........ . If k=3(we take the 

value of k is 3),then we take the 3 recent year average dollar value to forecast the next year dollar value. More 

specifically if we want to forecast the dollar value of year 2015,then we take the average dollar value of 

2014,2013 and 2012 where k = 3.If we want to forecast the dollar value of year 2015,then we take the average 

dollar value of 2014,2013,2012 and 2011 where k=4. Mathematically, a moving average forecast of order k can 

be expressed as follows: 

   Moving Average Forecast of Order k 

 

         Ft+1 =
 (most  recent  k data  values )

k
 =

Yt +Yt−1+⋯……….+Yt−k +1

k
    

        Where Ft+1 = Forecast of the time series for period t+1 

                   Yt = Actual value of time series in period t 

 

1.2. Weighted Moving Average - The Weight Moving Average method involves selecting the different weight 

for each data value and then compute weighted average of the most recent k values as the forecast. In most case, 

the most recent data holds the most weight and the weight decreases for the older data value. 

 

        Ft+1=
1

6
 data1 +

2

6
 data2 +

3

6
 data3    (We have taken 3 data for forecast) 

 

       Ft+1 =
1

10
 data1 +

2

10
 data2 +

3

10
 data3 +

4

10
(data4)  (We have taken 4 data for forecast) 
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Where Ft+1 = Forecast of the time series for period t+1 
 

1.3. Exponential Smoothing - The Exponential Smoothing also uses a weighted average of past time series 

values as a forecast; it is a special case of weighted moving average method in which we select only one weight- 

the weight for the recent observation. The weight for the other data values calculated automatically and become 

smaller as the observations move further into the past. The Exponential Equation is as follow : 

Exponential Smoothing Forecast 

Ft+1 = αYt + (1 − α)Ft 

 

Where  

         

Ft+1 = forecast of the time series for period t+1 

Yt = actual value of the time series in period t 

Ft = forecast of the time series for the period t 

       α = Smoothing Constant(0 ≤ α ≤ 1) 

III. Mathematical Implementation of Time Series Forecasting 
Dataset for Time Series Forecasting 

YEAR Average $ Value YEAR Average $ Value YEAR Average $ Value YEAR Average $ Value 

2003 46.35658 2006 45.16155 2009 48.30869 2012 53.38985 

2004 45.22749 2007 41.21104 2010 45.71480 2013 58.51320 

2005 44.02466 2008 43.48021 2011 46.63802 2015 60.92102 

 

We have taken the value or rate of Dollar in terms of Indian Rupee on the day basis from 1st 

January,2003 to 31st December,2014. That means day-wise 365*12=4380 Dollar value in term of Indian Rupee 

have taken as a dataset. Then we take the 30 days of dollar values and average it. Thus we get month-wise 

average dollar rate in terms of Indian Rupee and we get 12*12=144 data of average monthly Dollar in terms of 

Indian Rupee. Again we take 12 month of average dollar values and again average them then we get 12 data of 
yearly average Dollar value in terms of Indian Rupee. 

 

1. Moving Average -  

(a) If k=2(If 2 average yearly dollar value have taken) 

(i) Forecasted Value:- 

F2003 =
48.58632 + 47.6979

2
= 48.14211 

 

F2004 =
46.35658 + 48.58632

2
= 47.471 

 

F2005 =
45.22749 + 46.35658

2
= 45.7920 

 

F2006 =
44.02466 + 45.22749

2
= 44.626 

 

F2007 =
45.16155 + 44.02466

2
= 44.5931 

 

F2008 =
41.21104 + 45.16155

2
= 43.1862 

 

F2009 =
43.48021 + 41.21104

2
= 42.3456 

 

F2010 =
48.30869 + 43.48021

2
= 45.8944 

 

F2011 =
45.71480 + 48.30869

2
= 45.8944 

 

F2012 =
46.63802 + 45.71480

2
= 46.1764 

 

F2013 =
53.38985 + 46.63802

2
= 50.0139 

 

F2014 =
58.51320 + 53.38985

2
= 55.9515 

 

 

(ii) Error :- 

Error2003 = 46.35658 - 48.14211 = -1.78553 

 

Error2004 = 45.22749 - 47.471 = -2.24351 

 

Error2005 = 44.02466 - 45.7920 = -1.76734 
 

Error2006 = 45.16155 - 44.626 = 0.53555 
 

Error2007 = 41.21104 - 44.5931 = -3.38206 

 

Error2008 = 43.48021 - 43.1862 = 0.29401 
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Error2009 = 48.30869 - 42.3456 = 5.96309 

 

Error2010 = 45.71480 - 45.8944 = -0.1796 

 

Error2011 = 46.63802 - 47.0117 = -0.37368 
 

Error2012 = 53.38985 - 46.1764 = 7.21345 
 

Error2013 = 58.51320 - 50.0139 = 8.4993 

 

Error2014 = 60.92102 - 55.9515 = 4.96952 

 

 

(iii) Absolute Error :- 

E2003 =  1.78553 E2004 = 2.24351 E2005 =  1.76734 

 E2006 = 0.53555 E2007  = 3.38206 E2008 = 0.29401 

E2009 = 5.96302 E2010 = 0.1796 E2011 = 0.37368 

E2012 = 7.21345 E2013 = 8.4993 E2014 = 4.96952 

 

(iv) Square Forecast Error :- 

E2003
2 = 3.188117 E2004

2 = 5.033337 E2005
2 = 3.1234 

E2006
2 = 0.2868 E2007

2 = 11.4383 E2008
2 = 0.0864 

E2009
2 = 35.5576 E2010

2 = 0.03225 E2011
2 = 0.1396 

E2012
2 = 52.0338 E2013

2 = 72.2381 E2014
2 = 24.69612 

 

(v) Mean Square Error(MSE):- 

MSE=
3.188117 +5.0333 +3.1234+0.2868 +11.4348+0.0864 +35.5576 +0.03225 +0.1396+52.0338+72.2381 +24.69612

12
 

=17.3208 

 

2. Weighted Moving Average 

(i) Forecasted Value 

F2003 =
1

3
 47.6919 +

2

3
 48.58632 = 15.8973 + 32.3908 = 48.2881 

F2004 =
1

3
 48.58632 +

2

3
 46.35658 = 16.19544 + 30.90438 = 47.0998 

F2005 =
1

3
 46.35658 +

2

3
 45.22749 = 15.45219 + 30.15166 = 45.60385 

F2006 =
1

3
 45.22749 +

2

3
 44.02466 = 15.0758 + 29.34977 = 44.42557 

F2007 =
1

3
 44.02466 +

2

3
 45.16155 = 14.67488 + 30.1077 = 44.78258 

F2008 =
1

3
 45.16155 +

2

3
 41.21104 = 15.05385 + 27.474026 = 42.52787 

F2009 =
1

3
 41.21104 +

2

3
 43.48021 = 13.73701 + 28.9868 = 42.72381 

F2010 =
1

3
 43.48021 +

2

3
 48.30869 = 14.4934 + 32.20579 = 46.69919 

F2011 =
1

3
 48.30869 +

2

3
 45.71480 = 1610289 + 30.47653 = 46.57942 

F2012 =
1

3
 45.71480 +

2

3
 46.63802 = 15.23826 + 31.09201 = 46.33027 

F2013 =
1

3
 46.63802 +

2

3
 53.38985 = 15.546 + 35.59323 = 51.1392 

F2014 =
1

3
 53.38985 +

2

3
 58.51320 = 17.7966 + 39.0088 = 56.8054 

 

(ii).Error 
E2003=46.35658-48.2281= -1.87152 E2004=45.22749-47.0998= -1.87231 

E2005=44.02466-45.60385= -1.57919 E2006=45.16155-44.42557=0.73598 

E2007=41.21104-44.78258= -3.57154 E2008=43.48021-42.5278=0.95234 

E2009=48.30869-42.72381=5.58488 E2010=45.71480-46.69919=-0.98439 

E2011=46.63802-46.57942=0.0586 E2012=53.38985-46.33027=7.05958 

E2013=58.51320-51.1392=7.374 E2014=60.92102-56.8054=4.11562 
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(iii).Absolute Error 
E2003=1.87152 E2004=1.87231 E2005=1.57919 

E2006=0.73598 E2007=3.57154 E2008=0.95234 

E2009=5.58488 E2010=0.98439 E2011=0.0586 

E2012=7.05958 E2013=7.374 E2014=4.11562 

 

(iv). Square Forecast Error 
E2003

2 =3.50258 E2004
2 =3.50554 E2005

2 =2.49384 

E2006
2 =0.54166 E2007

2 =12.7558 E2008
2 =0.90695 

E2009
2 =31.1908 E2010

2 =0.96902 E2011
2 =0.003434 

E2012
2 =49.83766 E2013

2 =54.3758 E2014
2 =16.9383 

 

(v).Mean Square Error 

MSE=
3.50258 +3.50554 +2.49384 +0.54166 +12.7558+0.90695+31.1908+0.96902+0.003434 +49.83766 +54.3758+16.9383

12
 

=14.7517 

 

IV. Result for Mathematical Implementation of Time Series Forecasting 

1. Moving Average (Time Series Forecasting)- 

(1.1). k=2(Value of k=2) 
Year Actual $  Value 

(INR) 

Forecasted $ 

Value (INR) 

Error Absolute Error Square 

Forecast Error 

Mean Square 

Error(MSE) 

Root Mean Square 

Error(RMSE) 

2003 46.35 48.14 -1.78 1.78 3.18  

 

 

 

 

 

17.32 

 

 

 

 

 

 

4.16 

2004 45.22 47.47 -2.24 2.24 5.03 

2005 44.02 45.79 -1.76 1.76 3.12 

2006 45.16 44.62 +0.53 0.53 0.28 

2007 41.21 44.59 -3.38 3.38 11.43 

2008 43.48 43.18 +0.29 0.29 0.08 

2009 48.30 42.34 +5.96 5.96 35.55 

2010 45.71 45.89 -0.17 0.17 0.03 

2011 46.63 47.01 -0.37 0.37 0.13 

2012 53.38 46.17 +7.21 7.21 52.03 

2013 58.51 50.01 +8.49 8.49 72.23 

2014 60.92 55.95 +4.96 4.96 24.69 

 

(1.2). k=3(Value of k=3) 
Year Actual  $  

Value (INR) 

Forecasted $ 

Value (INR) 

Error Absolute Error Square 

Forecast Error 

Mean Square 

Error(MSE) 

Root Mean Square 

Error(RMSE) 

2003 46.35 47.32  -0.96 0.96 0.92  

 

 

 

 

     21.70 

 

 

 

 

 

4.65 

2004 45.22  47.54  -2.31 2.31 5.37 

2005 44.02  46.72  -2.69 2.69 7.28 

2006 45.16  45.20  -0.04 0.04 0.001 

2007 41.21  44.80  -3.59 3.59 12.91 

2008 43.48  43.46  +0.01 0.01 0.0002 

2009 48.30  43.28  +5.02 5.02 25.24 

2010 45.71  44.33  +1.38 1.38 1.90 

2011 46.63  45.83  +0.80 0.80 0.64 

2012 53.38  46.88  +6.50 6.50 42.28 

2013 58.51  48.58  +9.93 9.93 98.65 

2014 60.92  52.84  +8.07 8.07 65.18 

 

(1.3). k=4(Value of k=4) 
Year Actual Value 

(INR) 

Forecasted 

Value(INR) 

Error Absolute Error Square Forecast 

Error 

Mean Square 

Error(MSE) 

Root Mean Square 

Error(RMSE) 

2003 46.35 46.32 +0.03 0.03 0.001  

 

 

 

 

    25.73 

 

 

 

 

 

5.07 

2004 45.22 47.07 -1.85 1.85 3.43 

2005 44.02 46.96 -2.94 2.94 8.64 

2006 45.16 46.04 -0.88 0.88 0.78 

2007 41.21 45.19 -3.98 3.98 15.85 

2008 43.48 43.90 -0.42 0.42 0.18 

2009 48.30 43.46 +4.83 4.83 23.41 

2010 45.71 44.54 +1.17 1.17 1.37 

2011 46.63 44.67 +1.95 1.95 3.83 

2012 53.38 46.03 +7.35 7.35 54.08 

2013 58.51 48.51 +10.00 10.00 100.00 

2014 60.92 51.06 +9.85 9.85 97.16 
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2. Weighted Moving Average (Time Series Forecasting) - 

(2.1). If 2 years of average Dollar Value 
Year Actual Value 

(INR) 

Forecasted 

Value(INR) 

Error Absolute Error Square Forecast 

Error 

Mean 

Square 

Error(MSE) 

Root Mean Square 

Error(RMSE) 

2003 46.35 48.28 -1.87 1.87 3.50  

 

 

 

 

 

14.75 

 

 

 

 

 

 

3.84 

 

2004 45.22 47.09 -1.87 1.87 3.50 

2005 44.02 45.60 -1.57 1.57 2.49 

2006 45.16 44.42 +0.73 0.73 0.54 

2007 41.21 44.78 -3.57 3.57 12.75 

2008 43.48 42.52 +0.95 0.95 0.90 

2009 48.30 42.72 +5.58 5.58 31.19 

2010 45.71 46.69 -0.98 0.98 0.96 

2011 46.63 46.57 +0.05 0.05 0.0034 

2012 53.38 46.33 +7.05 7.05 49.83 

2013 58.51 51.13 +7.37 7.37 54.37 

2014 60.92 56.80 +4.11 4.11 16.93 

 

(2.2). If 3 years of average Dollar Value 
Year Actual Value 

(INR) 

Forecasted 

Value(INR) 

Error Absolute 

Error 

Square Forecast 

Error 

Mean Square 

Error(MSE) 

Root Mean Square 

Error(RMSE) 

2003 46.35 47.80 -1.44 1.44 2.09  

 

 

 

 

16.69 

 

 

 

 

 

4.08 

2004 45.22 47.32 -2.09 2.09 4.38 

2005 44.02 46.16 -2.13 2.13 4.57 

2006 45.16 44.81 +0.34 0.34 0.12 

2007 41.21 44.79 -1.58 1.58 2.50 

2008 43.48 42.99 +0.48 0.48 0.23 

2009 48.30 43.004 +5.30 5.30 28.13 

2010 45.71 45.51 +0.19 0.19 0.039 

2011 46.63 46.20 +0.43 0.43 0.18 

2012 53.38 46.60 +6.78 6.78 45.98 

2013 58.51 49.86 +8.65 8.65 74.87 

2014 60.92 54.82 +6.09 6.09 37.14 

 

(2.3). If 4 years of average Dollar Value 
Year Actual Value 

(INR) 

Forecasted 

Value(INR) 

Error Absolute 

Error 

Square Forecast 

Error 

Mean Square 

Error(MSE) 

Root Mean Square 

Error(RMSE) 

2003 46.35 47.21 -0.85 0.85 0.73  

 

 

 

 

 

20.31 

 

 

 

 

 

 

4.50 

2004 45.22 47.22 -1.99 1.99 3.99 

2005 44.02 46.48 -2.45 2.45 6.05 

2006 45.16 45.30 -0.14 0.14 0.02 

2007 41.21 44.95 +3.74 3.74 14.003 

2008 43.48 43.36 +0.11 0.11 0.012 

2009 48.30 43.19 +5.11 5.11 26.19 

2010 45.71 45.12 +0.58 0.58 0.34 

2011 46.63 45.59 +1.04 1.04 1.08 

2012 53.38 46.37 +7.01 7.01 49.14 

2013 58.51 49.32 +9.19 9.19 84.49 

2014 60.92 53.32 +7.59 7.59 57.75 

 

3. Exponential Smoothing(Time Series Forecasting) - 
(3.1). Where value of α=0.2(α=0.2) 

Year Actual 

Value(INR) 

Forecasted 

Value(INR) 

Error Absolute 

Error 

Square Forecast 

Error 

Mean Square 

Error(MSE) 

Root Mean Square 

Error(RMSE) 

2003 46.35 48.48 -2.22 2.22 4.97  

 

 

 

 

31.64 

 

 

 

 

 

5.62 

2004 45.22 48.14 -2.91 2.91 8.48 

2005 44.02 47.55 -3.53 3.53 12.48 

2006 45.16 46.85 -1.68 1.68 2.85 

2007 41.21 46.51 -5.30 5.30 28.11 

2008 43.48 45.45 -1.97 1.97 3.89 

2009 48.30 45.05 +3.25 3.25 10.56 

2010 45.71 45.70 +0.0064 0.0064 0.000041 

2011 46.63 45.70 +0.92 0.92 0.86 

2012 53.38 45.89 +7.49 7.49 56.16 

2013 58.51 47.39 +11.11 11.11 123.63 

2014 60.92 49.61 +11.30 11.30 127.75 
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(3.2). Where value of α=0.3(α=0.3) 
Year Actual Value 

(INR) 

Forecasted 

Value(INR) 

Error Absolute Error Square Forecast Error Mean Square 

Error(MSE) 

Root of Mean 

Square Error 

2003 46.35 48.58 -2.22 2.22 4.97  

 

 

 

 

27.92 

 

 

 

 

 

5.28 

2004 45.22 47.91 -3.68 3.68 13.61 

2005 44.02 47.11 -3.08 3.08 9.52 

2006 45.16 46.18 -1.02 1.02 1.04 

2007 41.21 45.87 -4.66 4.66 21.77 

2008 43.48 44.47 -0.99 0.99 0.99 

2009 48.30 44.17 +4.13 4.13 17.05 

2010 45.71 45.41 +0.29 0.29 0.08 

2011 46.63 45.50 +1.13 1.13 1.27 

2012 53.38 45.84 +7.54 7.54 56.90 

2013 58.51 47.94 +10.56 10.57 111.69 

2014 60.92 51.11 +9.80 9.80 96.15 

 

(3.3). Where value of α=0.4(α=0.4) 
Year Actual 

Value(INR) 

Forecasted 

Value(INR) 

Error Absolute Error Square Forecast 

Error 

Mean Square 

Error(MSE) 

Root of Mean Square 

Error 

2003 46.35 48.58 -2.22 2.22 4.97  

 

 

 

 

 

23.103 

 

 

 

 

 

 

4.806 

2004 45.22 47.69 -3.46 3.46 12.01 

2005 44.02 46.70 -2.68 2.68 7.19 

2006 45.16 45.63 -0.47 0.47 0.22 

2007 41.21 45.44 -4.23 4.23 17.92 

2008 43.48 43.75 -0.27 0.27 0.073 

2009 48.30 43.64 +4.66 4.66 21.76 

2010 45.71 45.50 +0.20 0.20 0.042 

2011 46.63 45.59 +1.04 1.04 1.09 

2012 53.38 46.01 +7.37 7.37 54.46 

2013 58.51 48.96 +9.55 9.55 91.22 

2014 60.92 52.78 +8.13 8.13 66.23 

 

Result of Time Series Forecasting:- 
Methods MAE MSE RMSE 

Moving Average(k=2) 3.100 17.321 4.16 

Moving Average(k=3) 3.445 21.701 4.65 

Moving Average(k=4) 3.775 25.733 5.07 

Weighted Moving Average(for 2 data) 2.979 17.751 3.84 

Weighted Moving Average(for 3 data) 2.963 16.690 4.08 

Weighted Moving Average(for 4 data) 3.322 20.319 4.50 

Exponential Smoothing(α=0.2) 4.311 31.648 5.62 

Exponential Smoothing(α=0.3) 4.097 27.925 5.28 

Exponential Smoothing(α=0.4) 3.695 23.103 4.06 

 

If the value of MSE is less, then that method gives the proper forecasted result then other. From the 

table, it is clear that MSE value of Moving average increasing constantly with the value of k is increased. So if 

we take two year average dollar values for moving average, then it gives the most accurate dollar value than 

k=3. Because MSE value where k= 2 gives less than MSE value where k=3. In case of Exponential Smoothing, 

If we increase the value of α ,the MSE value decrease. So in case of α= 0.4, the forecasted value will be most 

accurate. 

 

 

V. Exchange Rate Forecasting using Neural Network 
The exchange rates between the Indian Rupee(INR)/US Dollar(USD) are acquired from dataset of the 

previous dollar values. The data is taken from everyday dollar values with respect to Indian currency from the 

first day of Jan 2003 to the last day of Dec 2014. First we take the dollar value of 30 days of a month and then 

take average value of dollar of this particular month. Thus we take dollar value of 144 months (as we take 12 

years of dataset).The main factors of Neural Network are the number of inputs and hidden layers and hidden 

nodes which are three crucial parameters in the design of a neural network. The number of input nodes is most 

essential factor in the neural network analysis of a time series as it corresponds to the number of past 

observations for forecasting of the future values. The number of hidden nodes allow neural networks to detect 

nonlinear pattern and detect complex relationship in the data. 

We are experimenting with a large amount of input data. So we experiment with a large number of 
input nodes. So there is no upper limit on the possible number of hidden nodes in theory. However, it is seen 

that the number of hidden node is more than doubling the number of input nodes. In addition, the forecasting 
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performance of neural network is not more sensitive as it is to the number of the input of the neural network. 

Thus, four level of hidden nodes, 6,12,18 and 24 will be experimented and find out the results. We take 75% of 

total data as a training dataset and rest of the data as a target dataset. After partitioning the dataset, we take the 
training dataset for training. Among the 144 data of dataset, we take first two data as a input and third one as a 

target data in two input of neural network. Similarly, we take first 3 data as a input and forth data as a target data 

in three input of neural network.[2] 

Three-layer feed forward neural networks are used to forecast the Indian Rupee(INR)/US Dollar(USD) 

exchange rate. Logistic activation function are employed in the hidden layer and the linear function is utilized in 

the output layer. As we are interested in one-step-ahead forecast, so only one output node is deployed in the 

output layer. The forecasting performance of the model is evaluated against a number of mostly used statistical 

parameter which is also called performance parameter. We use two most popular performance parameter Mean 

Square Error(MSE) and Root of Mean Square Error(RMSE) to evaluate the prediction performance of neural 

network. 

                                                 MSE(Mean Square Error)=
 2(Actual  Value −Forecasted  Value )

T
 

                                     RMSE(Root of Mean Square Error)= 
 2(Actual  Value −Forecasted  Value )

T
 

Experimental Result of Forecasting the Indian Rupee(INR)/US Dollar(USD)- 
Input No of Layers No of Neurons Best Validation Best Validation 

2 2 MSE RMSE 

6 0.69707 0.83490 

12 0.67720 0.82292 

18 0.59304 0.77009 

24 0.48958 0.69969 

3 2 6 0.61319 0.78306 

12 0.43133 0.65675 

18 0.28589 0.53468 

24 0.16954 0.41175 

4 2 6 0.45554 0.67493 

12 0.22303 0.47226 

18 0.20632 0.45422 

24 0.20353 0.45114 

4 3 6 0.78199 0.88430 

12 0.47401 0.68848 

18 0.30110 0.54872 

24 0.18465 0.42970 

 

To analyze the effects of neural network factors on the modelling and forecasting performance of the 

neural network factors on the modelling and forecasting performance of neural network, both training dataset 

and testing dataset result. This above table shows the training result for the training sample of 144 data. This 

table describe the best validation of training with respect to Mean Square Error(MSE) and Root Mean Square 

Error(RMSE). If MSE value is founded, then RMSE value is automatically calculated because we can calculated 
root square of MSE value. It is observed that as the number of hidden nodes increases, MSE value also 

decreases and also RMSE value also decreases. This pattern is observed in each level of input nodes. The more 

hidden nodes are used, the neural network becomes more stronger in modelling the data. For example, if we take 

2 inputs in neural network and we increase the number of neurons in 2 hidden layers, the MSE value decreases. 

The MSE and RMSE value of Neural Network with 6 hidden nodes are 0.69707 and  0.83490 respectively. The 

MSE and RMSE value of Neural Network with 24 hidden nodes are 0.48958 and 0.69969 respectively. It is 

clear that the value of MSE and RMSE decrease if the number of neurons increase.  
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Explanation: 
 

 

 
Figure 1: Best Validation Performance in Terms of Mean Square Error (MSE) 

 

This graph explain that the iteration at which the validation performance reached a minimum.  Within 
100 Epochs, the validation is best at 0 epoch. In this graph. the validation and test curve are very similar. If the 

test curve had increase significantly before the validation curve increase, then it is possible that some overfitting 

might have occurred.  

 

 
Figure 2: Regression Plot 

 

In this graph, There are mainly three plots that represent the training, testing and validation data. The 

dashed line in each plot represents the perfect result - output = target. The solid line represents the best fit linear 

regression line between targets and outputs. The R value is an indication of the relationship between output and 
target. If R=1, this indicates that there is an exact linear relationship between target and output. If R is close to 

zero, then there is no linear relationship between output and target.  

 

VI. Conclusion 
This is a comparative study between Time Series Forecasting and Neural Network for Exchange Rate 

Forecasting specifically Dollar Rate Forecasting. In this paper, we use three important performance parameters 

(Mean Square Error, Mean Absolute Error and Root Mean Square Error) to investigate the effects of Time 

Series Method for Indian Rupee (INR)/ US Dollar (USD) Exchange Rate. In Time Series Method, There are 

various types time series method and using this methods, a mathematical calculation of Indian Rupee (INR)/ US 
Dollar (USD) forecast is implemented using 12 years average yearly dataset and also calculated the MSE and 

RMSE value. In case of Neural Network, three factors which affects the  forecasting Dollar Rate are number of 

inputs, number of hidden layers and number of neurons. Both MSE and RMSE as performance parameters are 
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used in Neural Network for forecasting. Only Neural Network is capable to train the data and from the training 

data, we can calculate the MSE values in best validation. It is clear that Neural Network gives the better 

forecasting result then Time Series Method. 
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