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Abstract 
The progression of automatous automobile navigation systems relies on the study of Traffic Sign Recognition 

(TSR). Because of the need to constantly analyze the situation to make decisions, all autonomous driving systems 

lack the capacity to run complex image processing algorithms as well as large-scale computing responsibilities. 

However, they need the efficient calculations of input data in order to generate outputs in the shortest time 

possible. This is due the fact that there are a lot of traffic signs, advertisements, parked cars, individuals and many 

other vehicles and objects both in motion and stationery in urban environments. While the strategies discussed in 

literature for the implementation of ITS have been proposed in varied forms, few have been modelled and analyzed 

at most at moderate speeds, or with regards to rural or urban roads. Hence, the aim of this paper is to give a 

background of the main problem and the available techniques to solve those issues, and present a detailed 

approach to tackle real-time recognition problems in urban traffic sign detection. 
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I. Introduction 
Modern applications like self-driving cars encompass features of software well understood as Automatic 

Traffic Sign Detection and Recognition (ATSDR). Over the last couple of years, many approaches to the automatic 

detection as well as recognition of traffic signs and signals have been proposed, early of which Kamada et al. 

(1990). From a survey by Zhu et al (2016a & 2016b), it was identified that various research works have indicated 
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encouraging results in reconstructing the TSDR with the help of computer vision technology for develop 

autonomous driving system. However, a significant part of the studies has been limited to a small set of categories 

associated with Automotive Driving Assistance Systems (ADAS), according to Timofte et al. (2011). As a result, 

a significant number of TSDR benchmarks focus on particular segments of traffic signs and are primarily oriented 

towards recognition tasks (Zaklouta & Stanciulescu, 2012; Zhu et al., 2016a, 2016b). The large differences in the 

shapes and sizes of traffic signs, especially those not covered in these standards, present difficulties in detection 

of these signs. 

A vast majority of TSDR studies have been done outside the Indian context and only a few studies have 

taken India’s social context into account. Some public benchmark datasets exist, for example, the Tsinghua-

Tencent 100K dataset (Zhu et al., 2016a, 2016b), GTSRB (Stallkamp et al., 2012), GTSDB (Houben et al., 2013), 

and LISA (Mogelmose et al., 2012), but they essentially originate from foreign traffic conditions. Different traffic 

sign models implement deep neural networks especially Convolutional Neural Networks (CNNs) during traffic 

sign identification and recognition. Even though researchers have presented the algorithms such as Mask R-CNN 

(Aziz et al., 2020) and Fast R-CNN they have been tested in foreign nations and its applicability in the Indian 

roads cannot be confirmed. 

Therefore, this paper puts forward an advanced model, known as Refined Mask R-CNN (RMR-CNN), 

to detect and recognize traffic signs that are relevant to Indian highways primarily. The improvement of the 

original Mask R-CNN, RMR-CNN has certain additional steps that include shape detection, select ROI, color 

probability and some parameterization to improve the detection precision. All these enhancements mean a higher 

accuracy level, whereby more traffic sign identification is bound to be accurate. 

Based on the identified objectives, the primary objective of this study is to; for measures of minimizing 

road accidents in India. It is imperative to pinpoint that vehicle accidents do not only cause of deaths but also 

widely affects families. Traffic sign recognition which is an important aspect in ADAS can greatly help to reduce 

automobile accidents. However, the area of interest based on traffic signs in the Indian field is still relatively 

uncovered, and no attempts have been made to evaluate contemporary Deep learning algorithms like Mask R-

CNN or Fast R-CNN for traffic sign recognition in the Indian condition. 

 

Using a custom dataset and a deep learning approach, this study aimed to: 

• Identify them and explain them. 

• Assess the reliability of traffic signs detection. 

Though, there is only relatively few large datasets exist for Indian traffic signs, there are numerous large 

datasets available for countries other than India. The study area is vast and limitless, and there is no single source 

or database that has standardized information regarding all types of Indian traffic signs which appears to be a 

setback. This variability impacts both the detection rate and the speed of TSDR methods, which advocates for 

reduction of this gap to enhance traffic sign detection and recognition capabilities. 

 

Related work 

This section aims to give a brief literature review regarding related researches on traffic sign detection 

made abroad. Luo et al. (2018) propose a three-step data-driven system for text-based and symbol-based 

communication that uses a camera mounted on a car to show an example. The three phases included post-

processing, ROI extraction, and ROI refinement or classification, to name but a few. The issue that was mainly 

problematic with their proposed assignment was in fact the additional time spent on post- processing as a whole. 

While giving an overview of the limitations and challenges of the TSDR system, a critical component of 

ADASs, Mammeri and his team found that the system was only effective at a frequency of 2Hz, which would 

explain why moving cars could not recognize traffic signals because of vibrations and oscillations of the low-

resolution camera. 

The CNN traffic-sign identification method herein described will be released in parallel by the authors 

of Lee and Kim (2018). It identifies the traffic signs, determines the location and border of the signs. Although it 

was accurate, specifying people’s locations by city level did not meet Lee’s group’s requirements for high quality 

images. Hu et al. (2016) concentrated on three categories of items: motor bikes, automobiles and traffic signals. 

They also suggested that one learning-based detection should be employed to detect all the three groups based on 

learning. 

The time it took to operate reduced since they chose a traffic sign detector model which was created 

using fewer sub-detectors relative to other models. However, further characteristics developed just for the 

detection of other items have made it possible to bring down the run times of the detections. The method explained 

by Greenhalgh and Mir Mehdi (2012) divided the signal-containing portion of the picture into maximum stable 

extremal zones, including that conducive for detection of signals under varying climatic conditions. Sign detection 

uses highly trained SVM classifiers with the HOG features. Meanwhile, concerning the accuracy 86% of proper 

documents was found, as for remembrance only 80% of important papers was returned. Subsequently, Greenhalgh 
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and Mir Mehdi (2015 LM) used a scene structure in order to determine, where a traffic sign would likely appear 

in an image. 

 

II. Data Analysis And Results 
Traffic sign detection using Mask R-CNN 

In the following discussion, we describe the enhancements made to the proposed RMR-CNN system that 

has been designed for traffic sign detection. First, the Mask R-CNN algorithm applied for traffic sign detection is 

considered, and the main changes made are described. Second, the model is examined with particular focus on 

the parameters’ tuning and how the network is fine-tuned to achieve better results. Last but not the least, 

modifications done in the Mask R-CNN model structure together with changes done in the training and testing 

data are discussed to improve detection abstraction. The refined Mask R-CNN model is shown in module:1. 

 

 
Module: 1 Mask R-CNN is improved by form identification, illumination-based color probability 

adjustment for TSR and histogram matching, and OCR to enhance the TSD and TSR. 

 

Using Fast R-CNN for Traffic sign detection 

The performance of the proposed RMR-CNN is measured by evaluating the detection performance of 

Fast R-CNN and Masked R-CNN on image recognition. But one of the most significant disadvantages regarding 

the usage of R- CNN is that the training time is quite extensive, where several seconds for every image are spent 

on the recognition and detection. This limitation gave rise to another model known as Faster R-CNN as the 

problem is addressed here as shown below. A CNN version is implemented in Girshick’s (2015) Fast R-CNN 

architecture where instead of the standard pooling layer, there is an ROI pooling layer. The Fast R-CNN model 

uses the output of the ROI Pooling layer through both its BB-regression and SoftMax branches. For instance, the 

SoftMax branch, which is part of the current system, can determine how every ROI corresponds to other several 

categories in addition to the background categories described above. Substituting the data in the Fast R-CNN 

model, the test accuracy was about 93% when tested on this set of data, it however is not applicable for real world 

applications. 

 

Module:2 shows the epoch vs. loss values, 

 
Module 2. This graph shows the epoch vs Loss. 

 

Used Refined Mask R-CNN in Traffic Sign Detection In their work titled “Mask R-CNN”, He et al in 

2017 presented important enhancement with the title with the second model known as Fast R-CNN. Detection 

models actually involve two key aspects by and large. The first is the Region Proposal Network (RPN) which, 

given an image, indicates areas of interest or locations where the object of interest might be in that image in the 

form of bounding boxes. The second part is called Fast R-CNN, which is a modification of the conventional R-

CNN that uses region based convolutional neural networks to then categorize the contents of the proposed boxes. 

This is particularly true considering that Mask R-CNN uses the Feature Pyramid Network (FPN) as suggested by 
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Lin et al. (2017), which maintains the useful features at the lower scale. Unlike Fast R-CNN that supports the use 

of the VGG 16 network, Mask R-CNN optimizes its architecture with the aid of a residual network. While tested 

on the smaller custom data set in this study, Mask R-CNN reported a test accuracy of 94%. After training and 

validation, the final log accuracy value was also 0.94 percent. 

As shown in the module 3, epoch vs. loss values transactions depict that the validation data lost less than 

the training dataset lost. 

 

 
Module. 3. Here shows the graphical form of epoch and loss. 

 

Data Augmentation 

One of the key factors for having high accuracy in deep learning models is the amount of data we have 

in the training dataset. Due to the existence of millions of parameters to be learnt, a big dataset is required for 

achieving accurate parameter tuning in these models. The tens of thousands of photos can, however, not normally 

be accumulated real time. This brings us to data augmentation which would help in feeding more photos into the 

set by manipulating the existing ones. Eight methods of data augmentation were used in this project: 

1. Image Flipping: A clockwise or counter clockwise rotation can be created on the picture. The pixel values from 

adjacent regions are given to any successive blank spaces. 

2. Flipping a horizontal axis: For the mirror image along the y-axis of a given picture, the orientation of the picture 

is reflected backwards. 

3. Brightness Adjustment: Originally, image brightness is often reduced, and by subtracting a certain value from 

the intensity of each pixel, the image’s required brightness is achieved. 

4. Taking a Closer Look: A 25X enlargement makes the picture look as if it was clipped from the original. This 

method can therefore be combined with brightness reduction in order to increase the separation of the improved 

image from the standard. 

5. Shift to the right: If some right-side pixels are erased and rest of the pixels are stretched towards right side then 

the picture is shifted towards right. The neighboring pixel values are placed in the vacant space on the left of 

the image. 

6. Left Shift: Cutting off the pixels from the left side and then mirroring the image over will do the same as right 

shift. The adjacent pixel values take up all the space left blank at the right side as shown in the first case. 

7. Up Shift: And that’s how erasing pixels at the top and shifting the rest of the material upwards results in the 

image being shifted upwards. The following empty area at the bottom is completed by using adjacent pixel 

values from the top. 

8. Bottom Adjustment: Thus, when we subtract pixels from the bottom and move the remaining pixels, the total 

image shifts downwards. Pixel values of adjacent areas at the lower part complete the blank area located at the 

top. 

 

III. Literature Review 
The paper "Traffic Sign Recognition Based on a Deep Learning Algorithm" presents an advanced 

approach to improving traffic sign detection, which is critical for intelligent transportation systems. The study 

emphasizes the importance of detecting traffic signs for vehicle decision-making and control, especially when 

dealing with small and inconspicuous signs, which often lead to low detection accuracy. 

Limitations of Traditional Methods: The paper discusses the shortcomings of previous approaches, 

particularly their difficulty in detecting small-scale objects. These models often rely on Mean Squared Error 

(MSE) as a loss function, which proves ineffective for small target recognition. 
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Enhancements in the Algorithm: The proposed method integrates a spatial pyramid pooling structure, 

allowing for a more efficient fusion of local and global features. This is particularly valuable for recognizing 

smaller signs. An additional feature prediction scale (152 × 152) is introduced to better detect shallow features, 

significantly improving the detection of small objects. 

Loss Function Optimization: Instead of relying on MSE for bounding box regression, the paper utilizes 

the distance- IoU (DIoU) loss function. This method accounts for the distance between the object and anchor, 

overlap rate, and scale, leading to more stable bounding box predictions. 

Dataset and Augmentation Techniques: The authors make use of the Tsinghua–Tencent 100K (TT100K) 

dataset, recalculating anchors with K-means clustering to manage class imbalance. Additionally, they apply data 

augmentation techniques to balance the dataset and ensure a fair representation of traffic sign categories. 

Use of RCNN: Along with the deep learning algorithm, the paper explores the use of the RCNN model 

to enhance detection capabilities. The combination of both methods allows for more robust detection of various 

traffic sign types, particularly small targets. 

Performance Evaluation: The improved model demonstrates a significant 8.4% increase in mean average 

precision (map), with a 10.5% improvement in small target detection. This highlights the algorithm’s effectiveness 

in addressing challenges such as small object detection and dataset imbalance. 

 

IV. Conclusion 
This study offered a realistic approach to real-time localization of Indian RTSSs with deep learning in 

different locations, orientation, position, and size. This work develops RMR-CNN from the Mask R-CNN that is 

the Mask R-CNN is enhanced model. It offers better parametrical values, more enriched data, and better designed 

architectural plan. In this case, a novel and kind specific data set was collected in real time in order to effectively 

train and evaluate the provided RMR-CNN model. Aside from DA, several changes to the typical CNN model 

corroborated the feasibility and effectiveness of the proposed RMR-CNN framework for training adequate 

numbers of Indian traffic signs while maintaining the classification’s precision, speed, execution time, and 

learning ability. This was also supported by a significant decrease on the miss rate and false positive rate as 

reported in the study. These recently created CNN kinds were tested using different types of traffic signals 

including real ones that were used and included in the dataset. The 3% error rate mentioned above is the result of 

three different mistake types: broad viewing angle, occlusion, and resemblance to rest traffic signs. With the use 

of a stereo camera used to capture a scene with the same traffic sign from multiple angles, the possibility of making 

a mistake is minimized. In this regard, the authors believe that there is a need to employ the RMR-CNN technique 

to further enhance performance, reduce the miss rate and false positive rate, and perform sign recognition and 

detection of the obscured, messy and foggy traffic signs as suggested in Majid & Heaslip (2016). 
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